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#### Abstract

Implicit integration factor (IIF) method, a class of efficient semi-implicit temporal scheme, was introduced recently for stiff reaction-diffusion equations. To reduce cost of IIF, compact implicit integration factor (CIIF) method was later developed for efficient storage and calculation of exponential matrices associated with the diffusion operators in two and three spatial dimensions for Cartesian coordinates with regular meshes. Unlike IIF, cIIF cannot be directly extended to other curvilinear coordinates, such as polar and spherical coordinates, due to the compact representation for the diffusion terms in CIIF. In this paper, we present a method to generalize cIIF for other curvilinear coordinates through examples of polar and spherical coordinates. The new cIIF method in polar and spherical coordinates has similar computational efficiency and stability properties as the cIIF in Cartesian coordinate. In addition, we present a method for integrating cIIF with adaptive mesh refinement (AMR) to take advantage of the excellent stability condition for cIIF. Because the second order cIIF is unconditionally stable, it allows large time steps for AMR, unlike a typical explicit temporal scheme whose time step is severely restricted by the smallest mesh size in the entire spatial domain. Finally, we apply those methods to simulating a cell signaling system described by a system of stiff reaction-diffusion equations in both two and three spatial dimensions using AMR, curvilinear and Cartesian coordinates. Excellent performance of the new methods is observed.
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## 1. Introduction

Integration factor (IF) or exponentially differencing time (ETD) methods are widely used for solving temporal nonlinear partial differential equations (PDEs). In this approach, a linear part, which is often taken as the terms of high order derivatives of a nonlinear PDE, is exactly evaluated, leading to excellent temporal stability property (see [1] for review). One example is an application to advection-diffusion equations using exact treatment of their linear part, and the resulted explicit temporal scheme has stability properties similar to those of typical implicit schemes [2]. In general, IF methods and ETD methods are particularly efficient for systems with high order derivatives that requires small time step for a typical explicit temporal scheme [3-7].

For reaction-diffusion equations with stiff reactions, a class of semi-implicit integration factor (IIF) method was recently developed to deal with stiffness of the systems [8]. In IIF, the diffusion term is treated exactly such that the stability constraint due to spatial discretization for diffusion is removed while the reaction term is treated implicitly to handle the

[^0]stiffness of reaction terms. This leads to great stability property for IIF while the extra cost associated with the implicit treatment of reactions is minimal because of decoupling between calculations of diffusion and reactions in IIF. In particular, its second order scheme is linearly unconditionally stable and the high order scheme has large stability regions.

While the IF and ETD (explicit or implicit) schemes improve the stability conditions, the schemes require storage of exponentials of matrices resulted from discretization of the linear differential operators in the PDEs. Although the discretization matrices are sparse, their exponentials are not. For two and three spatial dimensions, the storage sometimes may be prohibitive computationally. To overcome this difficulty, recently compact representation of the discretization matrices was introduced in the context of implicit integration factor method [9]. This compact implicit integration factor (cIIF) has the same stability properties as the original IIF [8] but with significant improvement on storages and CPU savings.

In CIIF, the discretized solutions is represented in a form of matrix rather than a vector in IIF while the discretized diffusion operator are represented in matrices whose size is much smaller than the standard sparse matrices for diffusion operators [9]. Such compact representation of diffusion operators, as demonstrated in terms of a Cartesian coordinate for Laplacian operators in [9], is essential for derivation of compact IIF that has tremendous advantage in computational efficiency and storage over standard IIF in high spatial dimensions. However, it is not clear how cIIF can be directly applied to systems in other curvilinear coordinates, such as polar, spherical or cylinder coordinates that are often convenient for representing systems in non-rectangular geometries.

In this study, we generalize cIIF methods for Cartesian coordinate to other curvilinear coordinate systems using examples of polar and spherical coordinates. In this approach, the matrices derived from a compact representation of diffusion operator in non-Cartesian coordinate need to be diagonalized once and to be pre-calculated before the solution is updated at each time step. The new cIIF for polar and spherical coordinates is found to have similar stability properties as the cIIF for the Cartesian coordinate along with a similar computational cost.

One natural application of cIIF methods in high spatial dimensions and in different coordinates is for temporal PDEs incorporated with spatially adaptive techniques. As we know, when solving nonlinear PDEs with sharp gradients in localized spatial domain, a local mesh refinement technique is superior to the uniform grid approach because one can cluster the spatial grid points in regions where needed. As a result, a smaller number of total spatial grid points are used for adaptive methods compared to the uniform grid, leading to computational and storage savings in spatial discretization.

However, the temporal updating for typical explicit schemes on spatial adaptive approach still requires the time step be restricted by the smallest spatial mesh size. For example, for reaction-diffusion equations, the time step must be proportional to square of the smallest spatial mesh size. As a result, the time step for the entire spatial domain is dictated by the finest mesh [10] and the saving gained from spatial adaptive mesh refinement is compensated by the extra costs associated with the temporal schemes. One possible solution for this is to use multirate time integration schemes in which the time step can vary across the spatial domain [11-14]. Another alternative is to use IF or ETD methods that have better stability conditions. In particular, unconditionally stable schemes which allow large time steps independent of the spatial grid size, such as the second order cIIF (cIIF2), may be ideal for solving temporal solutions of nonlinear PDEs that requires adaptivity in spatial discretization.

In this paper, we apply cIIF2 to reaction-diffusion equations using a block-structured adaptive mesh refinement (AMR) algorithm [15] for both two and three spatial dimensions. The AMR, which is based on Cartesian meshes and overlapping grids, was previously used for simulations in fluids [16-23], materials [24,25], and heart tissues [26-28]. In this approach, a hierarchy of refinement grids is constructed dynamically based on a suitable error estimate of the solution, and then the composite overlapping and structured grids are used to approximate the space domain [16,29-31]. Similar to other typical temporal schemes for AMR, in our approach the solution at all grids, coarse and fine, are updated from the current step independently. Then the solutions at the coarse grids that are in common with the fine grids are replaced by the solution at the corresponding fine grids to form the overall updated solutions. Numerical examples show that cIIF2 with AMR allowing for uniform large time steps is superior to the explicit temporal schemes which require much smaller time steps due to stability constraints. To ease the programming complexity in implementation, we also use many capabilities of the Overture objectoriented class library $[32,33]$.

Finally, we integrate the cIIF2 in polar coordinates for two spatial dimensions with AMR and integrate cIIF2 in Cartesian coordinates with AMR in three spatial dimension for a biological application in cell signaling. The integrated scheme is found to be robust and efficient.

This paper is organized as follows. The generalization of cIIF for systems in polar coordinate and the corresponding numerical examples are presented in Section 2; the cIIF in spherical coordinate is given in Section 3; the cIIF in combination with AMR is introduced in Section 4; and a biological application using cIIF and AMR in polar and Cartesian coordinates is presented in Section 5.

## 2. Compact implicit integration factor (cIIF) method in polar coordinate

### 2.1. Derivation

In this section, we derive cIIF method for a two-dimensional reaction-diffusion equation in an annular domain using a polar coordinate. The system with no-flux boundary conditions for both directions takes a form

$$
\left\{\begin{array}{l}
\frac{\partial \mathbf{u}}{\partial t}=D\left(\frac{\partial^{2} \mathbf{u}}{\partial r^{2}}+\frac{1}{r^{2}} \frac{\partial^{2} \mathbf{u}}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial \mathbf{u}}{\partial r}\right)+\mathbf{F}(\mathbf{u}), \quad(r, \theta) \in \Omega=\{a<r<b, c<\theta<d\} ;  \tag{1}\\
\frac{\partial \mathbf{u}}{\partial r}(a, \theta)=\frac{\partial \mathbf{u}}{\partial r}(b, \theta)=\frac{\partial \mathbf{u}}{\partial \theta}(r, c)=\frac{\partial \mathbf{u}}{\partial \theta}(r, d)=0
\end{array}\right.
$$

After discretizing the spatial domain by a rectangular mesh: $\left(r_{i}, \theta_{j}\right)=\left(a+(i-1) h_{r}, c+(j-1) h_{\theta}\right)$ where $h_{r}=(b-a) /(N-1)$, $h_{\theta}=(d-c) /(M-1), r_{i}=(i-1) h_{r}$ and $1 \leqslant i \leqslant N$ and $1 \leqslant j \leqslant M$, we use the second order central difference discretization for the diffusion terms:

$$
\begin{equation*}
\frac{d u_{i, j}}{d t}=D\left(\frac{u_{i+1, j}-2 u_{i, j}+u_{i-1, j}}{h_{r}^{2}}+\frac{u_{i, j+1}-2 u_{i, j}+u_{i, j-1}}{r_{i}^{2} h_{\theta}^{2}}+\frac{u_{i+1, j}-u_{i-1, j}}{2 r_{i} h_{r}}\right)+\mathbf{F}\left(u_{i, j}\right) \tag{2}
\end{equation*}
$$

To express (2) in a compact form, we define the matrix $\mathbf{U}$ for the discretized solutions:

$$
\mathbf{U}=\left(\begin{array}{ccccc}
u_{1,1} & u_{1,2} & \cdots & u_{1, M} & u_{1, M} \\
u_{2,1} & u_{2,2} & \cdots & u_{2, M} & u_{2, M} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
u_{N, 1} & u_{N, 2} & \cdots & u_{N, M} & u_{N, M}
\end{array}\right)_{N \times M}
$$

and

$$
\begin{aligned}
& \mathbf{G}_{P \times P}=\left(\begin{array}{cccccc}
-2 & 2 & 0 & 0 & \cdots & 0 \\
1 & -2 & 1 & 0 & \cdots & 0 \\
0 & 1 & -2 & 1 & \cdots & 0 \\
& & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & 1 & -2 & 1 \\
0 & 0 & \cdots & 0 & 2 & -2
\end{array}\right)_{P \times P}, \\
& \mathbf{E}_{P \times P}=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & \cdots & 0 \\
-1 / r_{2} & 0 & 1 / r_{2} & 0 & \cdots & 0 \\
0 & -1 / r_{3} & 0 & 1 / r_{3} & & 0 \\
& & \ddots & \ddots & \ddots & \\
0 & \cdots & 0 & -1 / r_{P-1} & 0 & 1 / r_{P-1} \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)_{P \times P}, \\
& \mathbf{F}_{P \times P}=\left(\begin{array}{cccccc}
1 / r_{1}^{2} & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 / r_{2}^{2} & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 / r_{3}^{2} & 0 & \cdots & 0 \\
& & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & 0 & 1 / r_{P-1}^{2} & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 / r_{P}^{2}
\end{array}\right)_{P \times P} .
\end{aligned}
$$

After defining $\mathbf{A}_{\mathbf{1}}=\frac{D}{h_{r}^{2}} \mathbf{G}_{N \times N}, \mathbf{B}=\frac{D}{h_{\theta}^{2}} \mathbf{G}_{M \times M}, \mathbf{A}_{\mathbf{2}}=\frac{D}{2 h_{r}} \mathbf{E}_{N \times N}, \mathbf{C}=\mathbf{F}_{N \times N}$, and $\mathbf{A}=\mathbf{A}_{1}+\mathbf{A}_{2}$, we re-write the semi-discretized form (2) as

$$
\begin{equation*}
\frac{d \mathbf{U}}{d t}=\mathbf{A} \mathbf{U}+\mathbf{C U B}+\mathcal{F}(\mathbf{U}) \tag{3}
\end{equation*}
$$

Assume $\mathbf{B}$ is diagonalizable: $\mathbf{B}=\mathbf{P} \widetilde{\mathbf{D}} \mathbf{P}^{-1}$, where $\widetilde{\mathbf{D}}$ is a diagonal matrix with the eigenvalues of $\mathbf{B}$ as the diagonal elements. Let $\mathbf{V}=\mathbf{U P}$, then (3) can be written as

$$
\begin{equation*}
\frac{d \mathbf{V}}{d t}=\mathbf{A V}+\mathbf{C V} \widetilde{\mathbf{D}}+\mathcal{F}\left(\mathbf{V} \mathbf{P}^{-1}\right) \mathbf{P} \tag{4}
\end{equation*}
$$

Notice that both matrices $\mathbf{C}$ and $\widetilde{\mathbf{D}}$ are diagonal, with the $i$ th and $j$ th diagonal elements in $\mathbf{C}$ and $\widetilde{\mathbf{D}}$ being $c_{i}$ and $d_{j}$, respectively. Define $\widetilde{\mathbf{C}}=\left(\tilde{c}_{i j}\right)=\left(c_{i} d_{j}\right)$, where $i=1,2, \ldots, N, j=1,2, \ldots, M$, and an operation '( $e^{*}$ )' by taking exponentials of a matrix element by element,

$$
\left(e^{*}\right)^{\tilde{\mathbf{c}}}=\left(e^{\tilde{c}_{i j}}\right)
$$

Define another operator ' $\odot$ ' for element by element multiplication between two matrices:

$$
(\mathbf{H} \odot \mathbf{L})_{i, j}=\left(h_{i j} l_{i j}\right),
$$

where $\mathbf{H}=\left(h_{i j}\right), \mathbf{L}=\left(l_{i j}\right)$.

Then, direct calculations on (4) leads to

$$
\begin{equation*}
\frac{d\left(e^{-\mathbf{A} t} \mathbf{V} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} t}\right)}{d t}=e^{-\mathbf{A} t} \mathcal{F}\left(\mathbf{V} \mathbf{P}^{-1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} t} \tag{5}
\end{equation*}
$$

Integration of (5) over one time step from $t_{n}$ to $t_{n+1} \equiv t_{n}+\Delta t$, where $\Delta t$ is the time step, results in

$$
\begin{equation*}
\mathbf{V}_{n+1}=e^{\mathbf{A} \Delta t} \mathbf{V}_{\mathbf{n}} \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t}+e^{\mathbf{A} t_{n+1}}\left(\int_{0}^{\Delta t} e^{-\mathbf{A} \tau} \mathcal{F}\left(\mathbf{V}\left(\mathbf{t}_{\mathbf{n}}+\tau\right) \mathbf{P}^{-1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\tilde{\mathbf{c}} \tau} d \tau\right) \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} t_{n+1}} \tag{6}
\end{equation*}
$$

Since $\mathbf{V}=\mathbf{U P}$, then the equation for $\mathbf{U}$ can be recovered from (6):

$$
\begin{equation*}
\mathbf{U}_{n+1}=e^{-\mathbf{A} \Delta t} \mathbf{U}_{\mathbf{n}} \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t} \mathbf{P}^{-1}+e^{\mathbf{A} \Delta t}\left(\int_{0}^{\Delta t} e^{-\mathbf{A} \tau} \mathcal{F}\left(\mathbf{U}\left(\mathbf{t}_{\mathbf{n}}+\tau\right)\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \tau} d \tau\right) \odot\left(e^{*}\right)^{\widetilde{\mathbf{c}} \Delta t} \mathbf{P}^{-1} . \tag{7}
\end{equation*}
$$

To construct a scheme of $r$ th order truncation error, we define

$$
\begin{equation*}
\mathcal{G}(\tau) \equiv e^{-\mathbf{A} \tau} \mathcal{F}\left(\mathbf{U}\left(t_{n}+\tau\right)\right) \mathbf{P} \odot\left(e^{*}\right)^{-\tilde{\mathbf{c}}^{-} \tau} \tag{8}
\end{equation*}
$$

and approximate $\mathcal{G}(\tau)$ using a $(r-1)$ th order Lagrange polynomial, $\mathcal{P}(\tau)$, at a set of interpolation points $t_{n+1}, t_{n}, \ldots, t_{n+2-r}$ :

$$
\begin{equation*}
\mathcal{P}(\tau)=\sum_{i=-1}^{r-2} e^{i A \Delta t} \mathcal{F}\left(\mathbf{U}_{n-i}\right) \mathbf{P} \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t} \prod_{\substack{j=-1 \\ j \neq i}}^{r-2} \frac{\tau+j \Delta t}{(j-i) \Delta t} \tag{9}
\end{equation*}
$$

The second, third and fourth order approximations to $\mathcal{G}(\tau)$ are listed as the following.

1. Given $\mathcal{G}(\mathbf{0})=\mathcal{F}\left(\mathbf{U}_{n}\right) \mathbf{P}, \mathcal{G}(\Delta t)=e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{C}} \Delta t}$, the second order approximation to $\mathcal{G}(\tau)$ is

$$
\mathcal{P}(\tau)=\frac{1}{\Delta t}\left[\mathcal{F}\left(\mathbf{U}_{n}\right) \mathbf{P}(\Delta t-\tau)+e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t} \tau\right], \quad 0 \leqslant \tau \leqslant \Delta t
$$

2. Given $\mathcal{G}(-\Delta t)=e^{\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-1}\right) \mathbf{P} \odot\left(e^{*}\right)^{\widetilde{\mathbf{c}} \Delta t}, \mathcal{G}(0)=\mathcal{F}\left(\mathbf{U}_{n}\right) \mathbf{P}, \mathcal{G}(\Delta t)=e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t}$, the third order approximation to $\mathcal{G}(\tau)$ is

$$
\mathcal{P}(\tau)=\frac{1}{2 \Delta t^{2}}\left[e^{\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-1}\right) \mathbf{P} \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t} \tau(\tau-\Delta t)-2 \mathcal{F}\left(\mathbf{U}_{n}\right) \mathbf{P}(\tau+\Delta t)(\tau-\Delta t)+e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t} \tau(\tau+\Delta t)\right]
$$

$$
0 \leqslant \tau \leqslant \Delta t
$$

3. Given $\mathcal{G}(-2 \Delta t)=e^{2 \mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-2}\right) \mathbf{P} \odot\left(e^{*}\right)^{2 \widetilde{\mathbf{c}} \Delta t}, \mathcal{G}(-\Delta t)=e^{\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-1}\right) \mathbf{P} \odot\left(e^{*}\right)^{\widetilde{\mathbf{c}} \Delta t}, \mathcal{G}(0)=\mathcal{F}\left(\mathbf{U}_{n}\right), \mathcal{G}(\Delta t)=e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t}$, the fourth order approximation to $\mathcal{G}(\tau)$ is

$$
\begin{aligned}
\mathcal{P}(\tau)= & \frac{1}{6 \Delta t^{3}}\left[-e^{2 \mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-2}\right) \mathbf{P} \odot\left(e^{*}\right)^{2 \tilde{\mathbf{c}} \Delta t}(\tau-\Delta t) \tau(\tau+\Delta t)+3 e^{\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-1}\right) P \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t}(\tau-\Delta t) \tau(\tau+2 \Delta t)\right. \\
& \left.-3 \mathcal{F}\left(\mathbf{U}_{n}\right) \mathbf{P}(\tau-\Delta t)(\tau+\Delta t)(\tau+2 \Delta t)+e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \mathbf{P} \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t} \tau(\tau+\Delta t)(\tau+2 \Delta t)\right], \quad 0 \leqslant \tau \leqslant \Delta t .
\end{aligned}
$$

In terms of $\mathcal{P}(\tau)$, (5) takes the form,

$$
\begin{equation*}
\mathbf{U}_{n+1}=e^{\mathbf{A} \Delta t} \mathbf{U}_{n} \mathbf{P} \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t} \mathbf{P}^{-1}+e^{\mathbf{A} \Delta t}\left(\int_{0}^{\Delta t} \mathcal{P}(\tau) d \tau\right) \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t} \mathbf{P}^{-1} \tag{10}
\end{equation*}
$$

So the new $r$ th order implicit schemes are

$$
\begin{equation*}
\mathbf{U}_{n+1}=e^{\mathbf{A} \Delta t} \mathbf{U}_{n} \mathbf{P} \odot\left(e^{*}\right)^{\tilde{\mathbf{c}} \Delta t} \mathbf{P}^{-1}+\Delta t\left(\alpha_{n+1} \mathcal{F}\left(U_{n+1}\right)+\sum_{i=0}^{r-2} \alpha_{n-i} e^{(i+1) \mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n-i}\right) \mathbf{P} \odot\left(e^{*}\right)^{(i+1)} \tilde{\mathbf{c}} \Delta t^{\mathbf{P}^{-1}}\right), \tag{11}
\end{equation*}
$$

where $\alpha_{n+1}, \alpha_{n}, \alpha_{n-1}, \ldots, \alpha_{n-r+2}$ are coefficients calculated from integrals of the polynomial in $\mathcal{P}(\tau)$,

$$
\begin{equation*}
\alpha_{n-i}=\frac{1}{\Delta t} \int_{0}^{\Delta t} \prod_{\substack{j=-1 \\ j \neq i}}^{r-2} \frac{\tau+j \Delta t}{(j-i) \Delta t} d \tau, \quad-1 \leqslant i \leqslant r-2 \tag{12}
\end{equation*}
$$

In Table 1, the value of coefficients, $\alpha_{j}$, for the schemes with order up to four are listed.

Table 1
Coefficients for cIIF schemes of order one, two, three and four.

| Order | $\alpha_{n+1}$ | $\alpha_{n}$ | $\alpha_{n-1}$ | $\alpha_{n-2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 0 | 0 |
| 2 | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 |
| 3 | $\frac{5}{12}$ | $\frac{2}{3}$ | $-\frac{1}{12}$ | 0 |
| 4 | $\frac{9}{24}$ | $\frac{19}{24}$ | $-\frac{5}{24}$ | $\frac{1}{24}$ |

In particular, the second order approximation of $\int_{0}^{\Delta t} \mathcal{G}(\tau) d \tau$ is

$$
\begin{equation*}
\int_{0}^{\Delta t} \mathcal{G}(\tau) d \tau \approx \frac{\mathcal{F}\left(\mathbf{U}_{n}\right) P+e^{-\mathbf{A} \Delta t} \mathcal{F}\left(\mathbf{U}_{n+1}\right) P \odot\left(e^{*}\right)^{-\widetilde{\mathbf{c}} \Delta t}}{2} \Delta t \tag{13}
\end{equation*}
$$

leading to the second order IIF scheme

$$
\begin{equation*}
\mathbf{U}_{n+1}=e^{\mathbf{A} \Delta t}\left(\mathbf{U}_{\mathbf{n}}+\frac{\Delta t}{2} \mathcal{F}\left(\mathbf{U}_{\mathbf{n}}\right)\right) \widetilde{\mathbf{B}}+\frac{\Delta t}{2} \mathcal{F}\left(\mathbf{U}_{\mathbf{n}+\mathbf{1}}\right) \tag{14}
\end{equation*}
$$

where $\widetilde{\mathbf{B}}=\mathbf{P} \odot\left(e^{*}\right)^{\widetilde{\mathbf{c}} \Delta t} \mathbf{P}^{-1}$.
Like the one-dimensional form [8], the nonlinear reaction term at $t_{n+1}$ in (14) is decoupled from the diffusion term. As a result, only a local nonlinear system needs to be solved at each spatial grid point. The two matrices $e^{\mathbf{A} \Delta t}$ and $\left(e^{*}\right)^{\mathbf{C} \Delta t}$ have a size of $N \times N$ and $N \times M$, respectively, similar to the compact integration factor method in a Cartesian coordinate system [9].

Remark 1. If system (1) has Dirichlet boundary condition (s) in the $r$ or (and) $\theta$ direction ( $s$ ), for instance, in $\theta$ direction:

$$
\mathbf{u}(r, c)=f(r), \quad \mathbf{u}(r, d)=g(r)
$$

the solution matrix $\mathbf{U}$ becomes

$$
\mathbf{U}=\left(\begin{array}{ccccc}
u_{1,2} & u_{1,3} & \cdots & u_{1, M-2} & u_{1, M-1} \\
u_{2,2} & u_{2,3} & \cdots & u_{2, M-2} & u_{2, M-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
u_{N, 2} & u_{N, 3} & \cdots & u_{N, M-2} & u_{N, M-1}
\end{array}\right)_{N \times(M-2)}
$$

and the corresponding matrix $\mathbf{B}$ becomes

$$
\mathbf{B}=\frac{D}{h_{\theta}^{2}}\left(\begin{array}{cccccc}
-2 & 1 & 0 & 0 & \cdots & 0 \\
1 & -2 & 1 & 0 & \cdots & 0 \\
0 & 1 & -2 & 1 & \cdots & 0 \\
& & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & 1 & -2 & 1 \\
0 & 0 & \cdots & 0 & 1 & -2
\end{array}\right)_{(M-2) \times(M-2)} .
$$

All other three matrices $\mathbf{A}_{\mathbf{1}}, \mathbf{A}_{\mathbf{2}}, \mathbf{C}$ remain the same. The semi-discretized form (3) then becomes

$$
\begin{equation*}
\frac{d \mathbf{U}}{d t}=\mathbf{A} \mathbf{U}+\mathbf{C U B}+\mathcal{F}(\mathbf{U})+\mathbf{C S} \tag{15}
\end{equation*}
$$

where

$$
\mathbf{S}=\frac{D}{h_{\theta}^{2}}\left(\begin{array}{ccccc}
f(a) & 0 & \cdots & 0 & g(a) \\
f\left(a+\frac{b-a}{N-1}\right) & 0 & \cdots & 0 & g\left(a+\frac{b-a}{N-1}\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
f(b) & 0 & \cdots & 0 & g(b)
\end{array}\right)_{N \times(M-2)} .
$$

By following a similar analysis, the second order scheme similar to (14) becomes

$$
\begin{equation*}
\mathbf{U}_{n+1}=e^{\mathbf{A} \Delta t}\left(\mathbf{U}_{\mathbf{n}}+\frac{\Delta t}{2} \mathcal{F}\left(\mathbf{U}_{\mathbf{n}}\right)\right) \widetilde{\mathbf{B}}+\frac{\Delta t}{2} \mathcal{F}\left(\mathbf{U}_{\mathbf{n}+\mathbf{1}}\right)+\frac{\Delta t}{2}\left(e^{\mathbf{A} \Delta t} \mathbf{C S} \widetilde{\mathbf{B}}+\mathbf{C S}\right) . \tag{16}
\end{equation*}
$$

Remark 2. Since the corresponding matrix $\mathbf{B}$ in (15) for the Dirichlet boundary in the $\theta$ direction is real symmetric positive definite (SPD), the matrices $\mathbf{P}$ and $\widetilde{\mathbf{D}}$ can be calculated analytically. Let $\eta=\pi /(M-1)$, the eigenvalues of $\mathbf{B}$ are

$$
\mu_{j}=-\frac{2 D}{h_{\theta}^{2}}(1-\cos (j \eta))=-\frac{4 D}{h_{\theta}^{2}} \sin ^{2}(j \eta / 2), \quad j=1,2, \ldots, M-2,
$$

and the corresponding eigenvectors are

$$
w_{j}=[\sin (j \eta), \sin (2 j \eta), \ldots, \sin ((M-2) j \eta)]^{T}=[\sin (j k \eta)]_{k=1}^{M-2} .
$$

Then $\widetilde{\mathbf{P}}=\left[w_{1}, w_{2}, \ldots, w_{M-2}\right]$. One can then apply Gram-Schmidt process to obtain an orthogonal matrix $\mathbf{P}$, i.e. $\mathbf{P}^{-1}=\mathbf{P}^{T}$.
For the case when matrix $\mathbf{B}$ is in a form as depicted in (3) for the no-flux boundary conditions in $\theta$ direction, the analytical form of $\mathbf{P}$ and $\widetilde{\mathbf{D}}$ can be calculated similarly. Denote $\eta=\pi /(M-1)$, the eigenvalues of $\mathbf{B}$ are

$$
\mu_{j}=-\frac{D}{h_{\theta}^{2}}(1-\cos (j \eta))=-\frac{4 D}{h_{\theta}^{2}} \sin ^{2}(j \eta / 2), \quad j=1,2, \ldots, M-2, \mu_{M-1}=-\frac{4 D}{h_{\theta}^{2}}, \mu_{M}=0
$$

and the first $M-2$ corresponding eigenvectors are

$$
w_{j}=\left[1, \cos (j \eta), \cos (2 j \eta), \ldots, \cos ((M-2) j \eta),(-1)^{j}\right]^{T}, \quad j=1,2, \ldots, M-2 .
$$

The other two eigenvectors corresponding to $\mu_{M-1}=-\frac{4 D}{h_{\theta}^{2}}$ and $\mu_{M}=0$ are

$$
w_{M-1}=\left[1,-1, \ldots,(-1)^{M+1}\right]^{T}=\left[(-1)^{k+1}\right]_{k=1}^{k=M}, \quad w_{M}=[1,1, \ldots, 1]^{T} .
$$

So $\widetilde{\mathbf{P}}=\left[w_{1}, w_{2}, \ldots, w_{M}\right]$ and a Gram-Schmidt process leads to an orthogonal matrix $\mathbf{P}$, i.e. $\mathbf{P}^{-1}=\mathbf{P}^{T}$.
For other cases in which the eigenvectors and eigenvalues of the corresponding matrix $B$ cannot be calculated analytically, one can pre-calculate those matrices, for example, using the function "eig" in Matlab. Because those matrices never change during the temporal updating if a fixed time-step is used, one needs to compute them once and store them. Many numerical methods are available for diagonalization of matrices [34,35]. The "eig" function in Matlab is based on LAPACK [36]. In principle, as long as the errors for calculating the eigenvectors and eigenvalues are significantly smaller than the spatial and temporal discretization errors, the calculations of such eigenvector and eigenvalue should not affect the order of accuracy of the methods. This is observed in our simulations shown below. The CPU time for diagonalization of a matrix with dimensions $320 \times 320$, which is a typical size we use, is 0.25 s when using "eig". Since this portion of CPU time, as shown in the following sections, is significantly smaller than the overall CPU time for the entire temporal evolution of the simulation, we do not include this portion of the CPU time in the tables shown below.

Remark 3. In comparison with the compact implicit integration factor (cIIF) methods in Cartesian coordinates in two dimensions, here we list the corresponding discretization form in space [9]:

$$
\begin{equation*}
\frac{d \mathbf{U}}{d t}=\mathbf{A} \mathbf{U}+\mathbf{U B}+\mathcal{F}(\mathbf{U}) \tag{17}
\end{equation*}
$$

and the corresponding second order cIIF method:

$$
\begin{equation*}
\mathbf{U}_{n+1}=e^{\mathbf{A} \Delta t}\left(\mathbf{U}_{n}+\frac{\Delta t}{2} \mathcal{F}\left(\mathbf{U}_{n}\right)\right) e^{\mathbf{B} \Delta t}+\frac{\Delta t}{2} \mathcal{F}\left(\mathbf{U}_{n+1}\right) \tag{18}
\end{equation*}
$$

From the preceding derivation of cIIF methods in polar coordinates, we see diagonalization of matrix $\mathbf{B}$ as in Eq. (3) in general is required and the extension from Cartesian to polar coordinates needs extra care and calculations.

### 2.2. Numerical test

To test the accuracy and efficiency of the cIIF scheme (16) in polar coordinate, we study the following system of the polar coordinate:

$$
\left\{\begin{array}{l}
\frac{\partial \mathbf{u}}{\partial t}=0.1\left(\frac{\partial^{2} \mathbf{u}}{\partial r^{2}}+\frac{1}{r^{2}} \frac{\partial^{2} \mathbf{u}}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial \mathbf{u}}{\partial r}\right)+0.2 \mathbf{u}, \quad(x, y) \in \Omega=\{5<r<10,0<\theta<\pi\}  \tag{19}\\
\left.\mathbf{u}(r, \theta)\right|_{r=5}=e^{0.1 t} \cos (5 \cos \theta) \cos (5 \sin \theta) \\
\left.\mathbf{u}(r, \theta)\right|_{r=10}=e^{0.1 t} \cos (10 \cos \theta) \cos (10 \sin \theta) \\
\left.\mathbf{u}(r, \theta)\right|_{\theta=0}=e^{0.1 t} \cos (r) ;\left.\quad \mathbf{u}(r, \theta)\right|_{\theta=\pi}=e^{0.1 t} \cos (r)
\end{array}\right.
$$

This system (19) has an exact solution $\mathbf{u}(r, \theta)=e^{0.1 t} \cos (r \cos \theta) \cos (r \sin \theta)$.
The maximal error of solution is measured by the maximal difference between the numerical solution and the exact solution, denoted by $L^{\infty}$ error $=\max _{i, j}\left|\mathbf{U}_{i, j}^{\text {num }}-\mathbf{U}_{i, j}^{\text {exact }}\right|$. The simulation is carried up to time $t=2$, and the number of grid points for $r$ and $\theta$ is set equal to each other for convenience of comparison. The time-step size is chosen to be $\Delta t=0.5 h_{r}$ for checking order of accuracy. As seen in Table 2, the simulation using the scheme (16) is of order two and the time step is not constrained like a typical explicit temporal scheme. The stability property and computational cost of the scheme (16) is similar to the standard cIIF2 [9].

Table 2
Error, order of accuracy, and CPU time for cIIF2 in polar coordinate of (19). The unit for CPU time is second.

| $N \times N$ | $L^{\infty}$ error | Order |
| :--- | :--- | :--- | ---: |
| $40 \times 40$ | $4.58 \times 10^{-3}$ | - |
| $80 \times 80$ | $1.23 \times 10^{-3}$ | 1.90 |
| $160 \times 160$ | $3.1 \times 10^{-4}$ | 1.99 |
| $320 \times 320$ | $8.23 \times 10^{-5}$ | 1.91 |

## 3. cIIF in spherical coordinate

### 3.1. Derivation

We now derive the cIIF in spherical coordinate. Without loss of generality, we consider a system with no flux Neumann boundary conditions in each direction:

$$
\left\{\begin{array}{l}
\frac{\partial \mathbf{u}}{\partial t}=D\left(\frac{\partial^{2} \mathbf{u}}{\partial r^{2}}+\frac{2}{r} \frac{\partial \mathbf{u}}{\partial r}+\frac{1}{r^{2} \sin ^{2} \phi} \frac{\partial^{2} \mathbf{u}}{\partial \theta^{2}}+\frac{\cos \phi}{r^{2} \sin \phi} \frac{\partial \mathbf{u}}{\partial \phi}+\frac{1}{r^{2}} \frac{\partial^{2} \mathbf{u}}{\partial \phi^{2}}\right)+\mathbf{F}(\mathbf{u}),  \tag{20}\\
\frac{\partial}{\partial r}(a, \theta, \phi)=\frac{\partial}{\partial r}(b, \theta, \phi)=0 \\
\frac{\partial}{\partial \theta}(r, c, \phi)=\frac{\partial}{\partial \theta}(r, d, \phi)=0 \\
\frac{\partial}{\partial \phi}(r, \theta, e)=\frac{\partial}{\partial \phi}(r, \theta, f)=0
\end{array}\right.
$$

where $(x, y) \in \Omega=\{a<r<b, c<\theta<d, e<\phi<f\}$. Similar to the two-dimensional system (1) in polar coordinate, we denote $h_{r}, h_{\theta}, h_{\phi}$ as the spatial step size, and $N_{r}, N_{\theta}, N_{\phi}$ as the number of grid points in $r, \theta, \phi$ direction, respectively. After applying the second order central difference discretization on the diffusion, we obtain a system of nonlinear ODEs as the following,

$$
\begin{align*}
\frac{d u_{i, j, k}}{d t}= & D\left(\frac{u_{i+1, j, k}-2 u_{i, j, k}+u_{i-1, j, k}}{h_{r}^{2}}+\frac{u_{i+1, j, k}-u_{i-1, j, k}}{r_{i}^{2} h_{r}}+\frac{u_{i, j+1, k}-2 u_{i, j, k}+u_{i, j-1, k}}{r_{i}^{2} \sin ^{2} \phi_{k}} \frac{\cos \phi_{k}\left(u_{i, j, k+1}-u_{i, j, k-1}\right)}{2 r_{i}^{2} \sin \phi_{k} h_{\phi}}\right. \\
& \left.+\frac{u_{i, j, k+1}-2 u_{i, j, k}+u_{i, j, k-1}}{r_{i}^{2} h_{\phi}^{2}}\right)+\mathbf{F}\left(u_{i, j, k}\right) . \tag{21}
\end{align*}
$$

Next we define $\mathbf{A}_{\mathbf{1}}=\frac{D}{h_{r}^{2}} \mathbf{G}_{N_{r} \times N_{r}}, \mathbf{A}_{\mathbf{2}}=\frac{D}{h_{r}} \mathbf{E}_{N_{r} \times N_{r}}, \mathbf{A}_{\mathbf{r}}=\mathbf{F}_{N_{r} \times N_{r}}, \mathbf{B}=\frac{D}{h_{\theta}^{2}} \mathbf{G}_{N_{\theta} \times N_{\theta}}, \mathbf{C}_{\mathbf{1}}=\frac{D}{h_{\phi}^{2}} \mathbf{G}_{N_{\phi} \times N_{\phi}}$, where $\mathbf{G}, \mathbf{E}, \mathbf{F}$ are defined in the previous section and

$$
\mathbf{C}_{\phi}=\left(\begin{array}{cccccc}
1 / \sin ^{2} \phi_{1} & 0 & & \cdots & 0 & 0 \\
0 & 1 / \sin ^{2} \phi_{2} & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 / \sin ^{2} \phi_{3} & 0 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \ddots & 0 \\
& & \cdots & 0 & 1 / \sin ^{2} \phi_{N_{\phi}-1} & 0 \\
0 & 0 & \cdots & 0 & 0 & 1 / \sin ^{2} \phi_{N_{\phi}}
\end{array}\right)_{N_{\phi} \times N_{\phi}}
$$

and

$$
\mathbf{C}_{2}=\frac{D}{2 h_{\phi}} \cdot\left(\begin{array}{cccccc}
0 & 0 & & \cdots & & 0 \\
\frac{-\cos \phi_{2}}{\sin \phi_{2}} & 0 & \frac{\cos \phi_{2}}{\cos \phi_{2}} & & & 0 \\
0 & \frac{-\cos \phi_{3}}{\sin \phi_{3}} & 0 & \frac{\cos \phi_{3}}{\sin \phi_{3}} & & 0 \\
0 & & \ddots & \ddots & \ddots & \\
& & & \frac{-\cos \phi_{N_{\phi^{\prime}}-1}}{\sin \phi_{N_{\phi}-1}} & 0 & \frac{\cos \phi_{N_{\phi^{-1}}}}{\cos \phi_{N_{\phi}-1}} \\
0 & \cdots & & & 0 & 0
\end{array}\right)_{N_{\phi} \times N_{\phi}} .
$$

Denoting $\mathbf{U}=\left(u_{i, j, k}\right)$ and defining $\mathbf{A}=\mathbf{A}_{1}+\mathbf{A}_{2}$ and $\mathbf{C}=\mathbf{C}_{1}+\mathbf{C}_{2}$. We write (20) in the following compact representation,

$$
\begin{equation*}
\mathbf{U}_{t}=\mathbf{A} \odot \mathbf{U}+\mathbf{A}_{\mathbf{r}} \odot \mathbf{B} \oplus \mathbf{C}_{\phi} \oplus \mathbf{U}+\mathbf{A}_{\mathbf{r}} \overparen{ } \mathbf{C} \odot \mathbf{U}+\mathcal{F}(\mathbf{U}), \tag{22}
\end{equation*}
$$

Table 3
Error, order of accuracy, and CPU time for cIIF2 in spherical coordinate of (26). The unit for CPU time is second.

| $N \times N \times N$ | $L^{\infty}$ error | Order |  |
| :--- | :--- | :--- | :--- |
| $20 \times 20 \times 20$ | $9.26 \times 10^{-3}$ | - | 0.56 |
| $40 \times 40 \times 40$ | $2.43 \times 10^{-3}$ | 1.93 |  |
| $80 \times 80 \times 80$ | $6.27 \times 10^{-4}$ | 1.95 |  |

where

$$
\begin{align*}
& \left(A \odot(U)=\left(\sum_{l=1}^{N_{r}}(A)_{i, l} u_{l, j, k}\right),\right. \\
& \left(B \oplus(U)=\left(\sum_{l=1}^{N_{\theta}}(B)_{j, l} u_{i, l, k}\right),\right.  \tag{23}\\
& (C \odot U)=\left(\sum_{l=1}^{N_{\phi}}(C)_{k, l} u_{i, j, l}\right) .
\end{align*}
$$

Assuming both matrices $\mathbf{B}, \mathbf{C}$ can be diagonalized, we have $\mathbf{B}=\mathbf{P}_{\mathbf{1}} \mathbf{D}_{\mathbf{1}} \mathbf{P}_{\mathbf{1}}^{-1}, \mathbf{C}=\mathbf{P}_{\mathbf{2}} \mathbf{D}_{\mathbf{2}} \mathbf{P}_{2}^{-1}$, where $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ are diagonal matrices. Let $\mathbf{V}=\mathbf{P}_{\mathbf{1}} \oplus \mathbf{P}_{\mathbf{2}} \oplus \mathbf{U}$, then (22) becomes

$$
\begin{equation*}
\mathbf{V}_{t}=\mathbf{A} \odot \mathbf{V}+\mathbf{A}_{\mathbf{r}} \odot \mathbf{D}_{\mathbf{1}} \oplus \mathbf{C}_{\phi \odot} \mathbf{V}+\mathbf{A}_{\mathbf{r}} \odot \mathbf{D}_{\mathbf{2}} \oplus \mathbf{V}+\mathbf{P}_{\mathbf{1}} \oplus \mathbf{P}_{\mathbf{2}} \oplus \mathcal{F}\left(\mathbf{P}_{\mathbf{1}}^{-\mathbf{1}} \oplus \mathbf{P}_{\mathbf{2}}^{-\mathbf{1}} \oplus V\right) . \tag{24}
\end{equation*}
$$

Denote $a_{i}, d_{1 i}, c_{i}, d_{2 i}$ as the $i$ th diagonal element of matrices $\mathbf{A}_{\mathbf{r}}, \mathbf{D}_{1}, \mathbf{C}_{\phi}, \mathbf{D}_{2}$, respectively, and define $\left(\widetilde{\mathbf{D}}_{\mathbf{1}}\right)_{i, j, k}=\left(a_{i} d_{1 j} c_{k}\right),\left(\widetilde{\mathbf{D}}_{\mathbf{2}}\right)_{i, j}=\left(a_{i} d_{2 j}\right)$. After defining a new operation similar to the system in polar coordinate:

$$
\left(\left(e^{*}\right)^{\tilde{\mathbf{D}}_{1}} \odot \mathbf{V}\right)_{i, j, k}=\left(e^{a_{i} d_{1 j} c_{k}} v_{i, j, k}\right)
$$

and

$$
\left(\left(e^{*}\right)^{\widetilde{\mathbf{D}}_{2}} \odot V\right)_{i, j, k}=\left(e^{a_{i} d_{2 j}} v_{i, j, k}\right)
$$

we obtain the second order scheme for (24) using a similar approach to the scheme (16) for polar coordinate,

$$
\begin{equation*}
\mathbf{U}_{n+1}=\mathbf{P}_{\mathbf{1}}^{-\mathbf{1}} \oplus \mathbf{P}_{\mathbf{2}}^{-\mathbf{1}} \oplus e^{\mathbf{A} \Delta t} \odot\left(e^{*}\right)^{\widetilde{\mathbf{D}}_{1} \Delta t} \odot\left(e^{*}\right)^{\widetilde{\mathbf{D}}_{2} \Delta t} \odot \mathbf{P}_{\mathbf{1}} \oplus \mathbf{P}_{2} \oplus\left(\mathbf{U}_{\mathbf{n}}+\frac{\Delta t}{2} \mathbf{F}\left(\mathbf{U}_{\mathbf{n}}\right)\right)+\frac{\Delta t}{2} \mathbf{F}\left(\mathbf{U}_{\mathbf{n}+\mathbf{1}}\right) . \tag{25}
\end{equation*}
$$

The higher order schemes can be derived similarly. The approach for deriving the cIIF scheme in polar or spherical coordinate can be easily extended to systems in cylindrical coordinate.

### 3.2. Numerical test

We test the numerical scheme (25) using the following simple system in spherical coordinates,

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}=0.1\left(\frac{\partial^{2} \mathbf{u}}{\partial r^{2}}+\frac{2}{r} \frac{\partial \mathbf{u}}{\partial r}+\frac{1}{r^{2} \sin ^{2} \phi} \frac{\partial^{2} \mathbf{u}}{\partial \theta^{2}}+\frac{\cos \phi}{r^{2} \sin \phi} \frac{\partial \mathbf{u}}{\partial \phi}+\frac{1}{r^{2}} \frac{\partial^{2} \mathbf{u}}{\partial \phi^{2}}\right)+0.2 \mathbf{u} \tag{26}
\end{equation*}
$$

with the similar Dirichlet boundary conditions as that of system (19). The exact solution of (26) has a similar form as that of (19). The solution is calculated up to $t=2$ and we choose $h_{r}=h_{\theta}=h_{\phi}$ and $\Delta t=0.5 h_{r}$ for convenience of comparison. Similar to the two-dimensional case in polar coordinate, the scheme (25) exhibits the second order accuracy and it is very efficient for moderate size of $N$, as seen in Table 3.

## 4. Compact implicit integration factor methods with adaptive mesh refinement

### 4.1. Adaptive mesh refinement (AMR)

Here, we use a block-structured Cartesian mesh refinement technique developed for hyperbolic conservation laws [10,15]. In this approach, finite difference Cartesian meshes are refined by adding overlapped finer meshes in desired spatial locations where the solutions exhibit sharp gradients (see Fig. 1 for an illustration). The refinement grids are aligned with the underlying base grid and are arranged in a hierarchy with the base grids belonging to level $l=0$, the next finer grids being added to level $l=1$ and so on. Grids on level $l$ are refined by a refinement ratio $n_{r}$ from the grids on level $l-1$. The grids are properly nested so that a grid on level $l$ is completely contained in the set of grids on the coarser level $l-1$. This requirement is relaxed at physical boundaries to allow refinement grids to align with the boundary.


Fig. 1. An example of overlapping block-structured Cartesian mesh refinement. Two levels of refinement are applied to the local region.

In addition to re-gridding, the other two major steps in a AMR algorithm are the error estimation (or indicator) to determine where to refine the meshes and to interpolate solutions at the added grids. The error indicator is based on estimated magnitudes of the first and second derivatives in the numerical solution using finite difference approximation [10], and the region of refinement is determined by tagging cells where the error estimate exceeds a prescribed tolerance. In general, solution values on the new grid are interpolated from the solutions on the coarse grid. A basic AMR interpolation operation involve interpolation of solution values at new grid from the finest level grid available on the old grid hierarchy, interpolation at ghost points in the buffer zone of refinement grids, and interpolation of coarse grid points that are hidden by refinement grids [15]. In addition, each boundary face of each component grid block treated as either a physical boundary (where boundary condition is prescribed), a periodic boundary or an interpolation boundary. Typically, one or more lines of ghost points are created for each component grid block to aid in the application of boundary conditions. We use periodic boundary conditions in the buffer zones for the overlapping grid blocks.

The implementation of grid generation is handled by object-oriented programming using Ogen [15]. A programming flow chart for solving a time-dependent PDE using AMR at every re-gridding steps, defined as $n_{\text {re-grid }}$, along with a temporal scheme, named as timeStep(), can be written as the following [10]:

```
PDEsolve \(\left(\mathcal{G}, t_{\text {final }}\right)\)
\{
\(t=0 ; n=0 ;\)
\(\mathbf{u}_{i}^{n}=\) applyInitialCondition \((\mathcal{G})\)
while \(t<t_{\text {final }}\)
    if \(\left(n \bmod n_{\text {regid }}==0\right)\)
    \(e_{i}=\) estimateError \(\left(\mathcal{G}, \mathbf{u}_{i}^{n}\right)\);
    \(\mathcal{G}^{*}=\operatorname{regrid}\left(\mathcal{G}, e_{i}\right)\);
    \(\mathbf{u}_{i}^{*}=\) interpolateToNewGrid \(\left(\mathbf{u}_{i}^{n}, \mathcal{G}, \mathcal{G}^{*}\right)\);
    \(\mathcal{G}=\mathcal{G}^{*} ; \mathbf{u}_{i}^{n}=\mathbf{u}_{i}^{*} ;\)
    end
\(\mathbf{u}_{i}^{n+1}=\operatorname{timeStep}\left(\mathcal{G}, \mathbf{u}_{i}^{n}, \Delta t\right) ;\)
\(t=t+\Delta t ; n=n+1 ;\)
interpolate \(\left(\mathcal{G}, \mathbf{u}_{i}^{n}\right)\);
applyBoundaryConditions \(\left(\mathcal{G}, \mathbf{u}_{i}^{n}, t\right)\);
end
\}
```


## 4.2. cIIF incorporated with AMR

We use reaction-diffusion equations in two spatial dimensions with a Cartesian coordinate and cIIF2 of second order accuracy as an example to illustrate integration of AMR and compact integration factor method [9]. As seen in (27), after the solution values at the newly added grids are interpolated from the solutions at the coarse grids at the current time step, the solutions at the next time step are updated from the solution at the current time step at each grid level independently. The solutions at the intersection grids between the coarse and fine grids are always using the solutions at the fine grids after updating. The operation "timeStep()" in (27) representing the step for temporal updating in AMR is where the cIIF2 is incorporated.

Because cIIF2 requires repeated use of exponentials of diffusion matrices, we calculate those matrices once for each grid block with every grid level that are needed for the entire simulation, and store them. Specifically, at the $i$ th composite grid level and its $k$ th grid block, we evaluate and store the exponential of the diffusion matrix $e^{G\left(\Delta x_{i_{k}}, N_{i_{k}}\right) \Delta t}$ where $N_{i_{k}}$ and $\Delta x_{i_{k}}$ is the number of grid points and the grid size in $x$-direction of each grid block, respectively. We use a similar approach to handle $e^{G\left(\Delta y_{i_{k}}, M_{i_{k}}\right) \Delta t}$ in the $y$ direction, with $M_{i_{k}}$ representing the number of points in $y$ direction and $\Delta y_{i_{k}}$ standing for the grid size in $y$ direction.

So at each time step, the storage cost for cIIF2 is of order $\sum_{k} \sum_{i} M_{i_{k}} N_{i_{k}}$, which is of the same order of the number of grid points in the entire domain. The operation count is of order $\sum_{k} \sum_{i}\left(M_{i_{k}}^{2} N_{i_{k}}+M_{i_{k}} N_{i_{k}}^{2}\right)$ because the dominant cost of cIIF2 method is the vector-matrix multiplication associated with exponential of matrices. The overall computational complexity is in the same order of cIIF for uniform meshes [9]. In contrast to a typical explicit temporal scheme integrated with AMR for which the time step must be constrained by the finest spatial grid size, the time step for cIIF2 with AMR is not restricted by the size of spatial grid at all in terms of stability because cIIF2 is linearly unconditionally stable.

The same approach in combining AMR with cIIF2 can be directly applied to systems in polar coordinate as well as threedimensional systems in spherical, cylindrical or Cartesian coordinate.

### 4.3. Numerical tests

A linear reaction-diffusion equations with an exact solution is tested:

$$
\begin{cases}\frac{\partial u}{\partial t}=a \Delta u-2 a \times(\tanh (x))^{2} u, & (x, y, z) \in \Omega  \tag{28}\\ \mathbf{n} \cdot \nabla u=0, & (x, y, z) \in \partial \Omega\end{cases}
$$

where $\Omega=\{-10<x<10,0<y<\pi, 0<z<\pi\}$. The analytically approximated solution of (28) takes a form

$$
\begin{equation*}
u(x, y, z, t)=e^{-a t} \tanh (x) \cos (y) \cos (z) \tag{29}
\end{equation*}
$$

This solution satisfies Eq. (28) and boundary conditions in $y$ and $z$ directions exactly, and it approximates the boundary condition in $x$ direction with $\frac{\partial u}{\partial x} \approx 10^{-9}$ at $x=-10,10$, which is much smaller than the error in simulations. We also study a corresponding two-dimensional case of (28) by omitting the $z$ variable.

In all simulations, the diffusion coefficient is $a=0.1$ and the solutions are studied at final time $t=1$. The differences between the numerical solution and the analytical solution are measured by both maximum error at all grid points, denoted by $L^{\infty}$ error, and an average error, denoted by $L^{2}$, for the case of a polar coordinate system, $L^{2}$ error $=\sqrt{\sum\left(\mathbf{U}_{i, j}^{\text {num }}-\mathbf{U}_{i, j}^{\text {exact }}\right)^{2} r_{i} h_{r} h_{\theta}}$. For other curvilinear coordinate systems, such as spherical coordinates, the $L^{2}$ error is defined similarly. The solution has a sharp gradient around $x=0$ where the mesh is refined using AMR based on the error indicator given in [10]. The ratio of each refinement level is chosen to be two for all testing cases.

First, we compare cIIF2 with a uniform grid at four different spatial resolutions with the cIIF2 with AMR using four levels of local refinement (see Tables 4 and 5). For both two and three-dimensional cases, the coarsest grid size and the finest grid size are chosen to be the same for either the uniform grid or AMR. As expected, the errors using AMR are comparable with the errors using uniform grid when the uniform mesh size is the same as the local refinement mesh size, because the sharp gradient in the solution is localized around $x=0$. However, the CPU cost for the AMR is much cheaper than the uniform grid with the finest grids. For the two dimensional case, AMR is cheaper than the uniform grid in the second finest mesh size

Table 4
cIIF2 with uniform grids and cIIF2 with AMR in two dimensions. In AMR, the coarsest grid is $20 \times 20 . \Delta t=0.005$ for all cases.

| Method | $N \times N$ | $L^{\infty}$ error | $L^{2}$ error |
| :--- | :--- | :--- | :--- |
|  | $20 \times 20$ | $5.6 \times 10^{-2}$ | $4.8 \times 10^{-2}$ |
| cIIF2 (uniform) | $40 \times 40$ | $1.4 \times 10^{-2}$ | $1.2 \times 10^{-2}$ |
|  | $80 \times 80$ | $3.4 \times 10^{-3}$ | $2.9 \times 10^{-3}$ |
| CIIF2 (AMR) | $160 \times 160$ | $8.4 \times 10^{-4}$ | $7.4 \times 10^{-4}$ |

Table 5
cIIF2 with uniform grids and cIIF2 with AMR in three dimensions. In AMR, the coarsest grid is $10 \times 10 \times 10 . \Delta t=0.01$ for all cases.

| Method | $N \times N \times N$ | $L^{\infty}$ | $L^{2}$ | CPU (s) |
| :---: | :---: | :---: | :---: | :---: |
| cIIF2 (uniform) | $10 \times 10 \times 10$ | $3.6 \times 10^{-1}$ | $2.9 \times 10^{-1}$ | 5.2 |
|  | $20 \times 20 \times 20$ | $9.2 \times 10^{-2}$ | $7 \times 10^{-2}$ | 45.2 |
|  | $40 \times 40 \times 40$ | $2.4 \times 10^{-2}$ | $1.4 \times 10^{-2}$ | 350.1 |
|  | $80 \times 80 \times 80$ | $5.6 \times 10^{-3}$ | $3.3 \times 10^{-3}$ | 2798.7 |
| cIIF2 (AMR) | 4-levels | $5.6 \times 10^{-3}$ | $3.3 \times 10^{-3}$ | 378.2 |

while for the three-dimensional case, AMR is only slightly more expensive than the uniform grid in the second finest mesh size.

Next, we compare cIIF2 and Runge-Kutta both in second order using AMR by varying the level of refinement. We study three, four, and five levels of local mesh refinement in a two-dimensional system using both cIIF and Runge-Kutta method. As seen in Tables 6-8, Runge-Kutta method converges only when the time-step size is sufficiently small to satisfy stability constraint due to the smallest spatial grid size. In Runge-Kutta method, more levels of refinement, leading to smaller size in the finest grid, requires smaller time-step size for convergence. However, cIIF2 converges at all levels of refinement for large

Table 6
Comparison between cIIF2(AMR) and RK2(AMR) for three-level of local mesh refinement.

| $\Delta t$ | cIIF2(20(40(80)) |  | RK2(20(40(80)) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L^{\infty}$ | $L^{2}$ | CPU (s) | $L^{\infty}$ error | $L^{2}$ error | CPU (s) |
| $10^{-2}$ | $1.2 \times 10^{-2}$ | $8 \times 10^{-3}$ | 13.2 | - | - | - |
| $5 \times 10^{-3}$ | $3.4 \times 10^{-3}$ | $2.1 \times 10^{-3}$ | 28.5 | - | - | - |
| $2.5 \times 10^{-3}$ | $8.9 \times 10^{-4}$ | $5 \times 10^{-4}$ | 67.6 | $8.8 \times 10^{-4}$ | $4.9 \times 10^{-4}$ | 62.9 |

Table 7
Comparison between cIIF2(AMR) and RK2(AMR) for four-level of local mesh refinement.

| $\Delta t$ | cIIF2(20(40(80(160))) |  | $\underline{R K 2(20(40(80(160))) ~}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L^{\infty}$ | $L^{2}$ | CPU (s) | $L^{\infty}$ error | $L^{2}$ error | CPU (s) |
| $10^{-2}$ | $3.1 \times 10^{-3}$ | $2.8 \times 10^{-3}$ | 19.2 | - | - | - |
| $5 \times 10^{-3}$ | $8.5 \times 10^{-4}$ | $7.2 \times 10^{-4}$ | 40.3 | - | - | - |
| $2.5 \times 10^{-3}$ | $2.2 \times 10^{-4}$ | $1.8 \times 10^{-4}$ | 89.5 | - | - | - |
| $1.25 \times 10^{-3}$ | $5.3 \times 10^{-5}$ | $4.4 \times 10^{-5}$ | 192.1 | - | - | - |
| $6.25 \times 10^{-4}$ | $1.5 \times 10^{-5}$ | $1.1 \times 10^{-5}$ | 405.2 | $1.5 \times 10^{-5}$ | $1.1 \times 10^{-5}$ | 369.2 |

Table 8
Comparison between cIIF2(AMR) and RK2(AMR) for five-level of local mesh refinement.

| $\Delta t$ | cIIF2(20(40(80(160(320)))) |  | $\underline{R K 2(20(40(80(160(320)))) ~}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L^{\infty}$ | $L^{2}$ | CPU (s) | $L^{\infty}$ error | $L^{2}$ error | CPU (s) |
| $10^{-2}$ | $1.1 \times 10^{-3}$ | $8 \times 10^{-4}$ | 22.3 | - | - | - |
| $5 \times 10^{-3}$ | $2.7 \times 10^{-4}$ | $2 \times 10^{-4}$ | 50.2 | - | - | - |
| $2.5 \times 10^{-3}$ | $5.7 \times 10^{-5}$ | $5 \times 10^{-5}$ | 110.5 | - | - | - |
| $1.25 \times 10^{-3}$ | $1.6 \times 10^{-5}$ | $1.2 \times 10^{-5}$ | 212.4 | - | - | - |
| $6.25 \times 10^{-4}$ | $3.1 \times 10^{-6}$ | $2.8 \times 10^{-6}$ | 445.8 | - | - | - |
| $3.125 \times 10^{-4}$ | $7.2 \times 10^{-7}$ | $6.7 \times 10^{-7}$ | 921.7 | $-$ | - | - |
| $1.5625 \times 10^{-4}$ | $2.0 \times 10^{-7}$ | $1.5 \times 10^{-7}$ | 1932.8 | $1.9 \times 10^{-7}$ | $1.5 \times 10^{-7}$ | 1625.7 |

Table 9
Comparison between cIIF2(AMR) and RK2(AMR) for three-level of local mesh refinement in a three-dimensional case.

| $\Delta t$ | CIIF2(10(20(40)) |  | $\underline{\text { RK2(10(20(40)) }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L^{\infty}$ | $L^{2}$ | CPU (s) | $L^{\infty}$ error | $L^{2}$ error | CPU (s) |
| $10^{-2}$ | $2.6 \times 10^{-2}$ | $2.2 \times 10^{-2}$ | 241.5 | - | - | - |
| $5 \times 10^{-3}$ | $5.2 \times 10^{-3}$ | $5.1 \times 10^{-3}$ | 483.9 | - | - | - |
| $2.5 \times 10^{-3}$ | $1.4 \times 10^{-3}$ | $1.3 \times 10^{-3}$ | 970.5 | $1.4 \times 10^{-3}$ | $1.3 \times 10^{-3}$ | 921.3 |

time steps with good accuracy. For the time-step size in which both cIIF2 and Runge-Kutta converge, both methods achieve similar accuracy and use similar amount of CPU time. Similar results are also obtained when cIIF2 and Runge-Kutta method using AMR are tested on the three-dimensional system (see Table 9).

## 5. An example in cell biology

In this section, we integrate cIIF2 in polar (2D) and spherical (3D) coordinates with AMR for two-dimensional and threedimensional models describing intracellular dynamics of chemical reactions of several diffusive species within a cell [37].

When a hormone or growth factor binds to a cell-surface receptor, a cascade of proteins inside the cell relays the signal to specific intracellular targets. A class of proteins referred as scaffolds are thought to play important roles during this process [38-40]. Scaffold usually dynamically binds to two or more consecutively-acting components of a signaling cascade. Experimental work suggests that scaffolds may promote signal transmission by tethering consecutively-acting kinases near each other [41,42]. However, it has also been experimentally observed that some scaffold inhibit signaling when overexpressed [43-45]. Supporting these observations, computations of non-spatial models have demonstrated that scaffold proteins may either enhance or suppress signaling, depending on the concentration of scaffold. In [37], a model of generic, spatially localized scaffold protein was developed for one spatial dimension and the simulations suggested that a scaffold protein could boost signaling locally (in and near the region where it was localized) while simultaneously suppressing signaling at a distance.

Here we present simulations for the corresponding two and three dimensional models [37]. The system contains a scaffold protein ( $S$ ), which can bind to two other proteins ( $A$ and $B$ ). In the absence of scaffold protein, $A$ and $B$ can bind directly to each other. In the presence of the scaffold protein $S, A$ first binds to $S$, forming $A S ; B$ binds to $A S$, forming $A S B$. In addition, $A$ and $B$ bind to each other on the scaffold and an $A B$ complex can be released from the scaffold; and a symmetrical path, where $B$ binds to the scaffold before $A$, is also available. Denote [ ] as the concentration of the proteins, the mass reaction equations with diffusion take the form,

$$
\begin{align*}
& \frac{d[S]}{d t}=-j_{\text {on }}([A][S]+[B][S])+j_{\text {off }}([A S]+[B S])+j_{\text {con }}[A B S], \\
& \frac{d[A S]}{d t}=j_{\text {on }}([A][S]-[A S][B])-j_{\text {off }}([A S]-[A B S]), \\
& \frac{d[B S]}{d t}=j_{\text {on }}([B][S]-[B S][A])-j_{\text {off }}([B S]-[A B S]), \\
& \frac{d[A B S]}{d t}=j_{\text {on }}([A S][B]+[B S][A])-\left(2 j_{\text {off }}+j_{\text {con }}\right)[A B S],  \tag{30}\\
& \frac{d[A]}{d t}=D \Delta[A]-k_{\text {on }}[A][B]+k_{\text {off }}[A B]-j_{\text {on }}([A][S]+[B S][A])+j_{\text {off }}([A S]+[A B S]), \\
& \frac{d[B]}{d t}=D \Delta[B]-k_{\text {on }}[A][B]+k_{\text {off }}[A B]-j_{\text {on }}([B][S]+[A S][B])+j_{\text {off }}([B S]+[A B S]), \\
& \frac{d[A B]}{d t}=D \Delta[A B]+k_{\text {on }}[A][B]-k_{\text {off }}[A B]+j_{\text {con }}[A B S] .
\end{align*}
$$

In the system (30), $D$ is the diffusion constant for $A, B$ and $A B ; k_{\text {on }}, k_{\text {off }}$ are the on and off rates for the off-scaffold reactions, $j_{\text {on }}$, $j_{\text {off }}, j_{\text {con }}$ are the rate constants for the on-scaffold reactions.

First, we consider a two-dimensional model assuming that the cell is a two-dimensional disk: $\Omega=\left\{0 \leqslant x^{2}+y^{2} \leqslant 100 \mu \mathrm{~m}\right\}$, with no-flux boundary conditions for $A, B, A B$. In this simulation, the initial concentrations for $A$ and $B$ are $1 \mu \mathrm{M}$ and uniformly distributed throughout the cell. And the scaffolds initially are localized in part of the cell: $\{9 \leqslant r \leqslant 10 ; 2 \pi /$ $5 \leqslant \theta \leqslant 3 \pi / 5\}$ where $r, \theta$ are polar coordinates. The total $S$ is set initially at $50 \mu \mathrm{M}$ and uniformly distributed in this region. The values for all other parameters can be found in the caption of Fig. 2, which shows contour plots of the biological desirable


Fig. 2. Contour plots for concentration of $A B$ in the system (30) calculated using cIIF2 with AMR. The parameters for the simulation are $D=1 \mu \mathrm{~m}^{2} \mathrm{~s}^{-1}$, $k_{\text {on }}=0.1(\mu \mathrm{M} \mathrm{s})^{-1}, k_{\text {off }}=0.3 \mathrm{~s}^{-1}, j_{\text {on }}=1(\mu \mathrm{M} \mathrm{s})^{-1}, j_{\text {off }}=0.005 \mathrm{~s}^{-1}, j_{\text {con }}=0.1(\mu \mathrm{M} \mathrm{s})^{-1}$.

Table 10
Spatial resolution study for the system (30) in polar coordinate using cIIF2 in uniform grids and cIIF2 in AMR. All solutions are evaluated at $T=10 \mathrm{~s}$ and $\Delta t=10^{-2}$ is used for all cases.

| Method | $N \times N$ | $L^{\infty}$ error | $L^{2}$ error |
| :--- | :--- | :--- | :--- |
|  | $20 \times 20$ | $8.7 \times 10^{-1}$ | $6.8 \times 10^{-1}$ |
| CIIF2 | $40 \times 40$ | $2.2 \times 10^{-1}$ | $1.8 \times 10^{-1}$ |
|  | $80 \times 80$ | $5.5 \times 10^{-2}$ | $4.5 \times 10^{-2}$ |
| CIIF2 (AMR) | $160 \times 160$ | $1.4 \times 10^{-2}$ | $1.1 \times 10^{-2}$ |

Table 11
Spatial resolution study for the system (30) using cIIF2 in uniform grids and cIIF2 in AMR for a three-dimensional case. All solutions are evaluated at $T=1 \mathrm{~s}$ and $\Delta t=10^{-2}$ is used for all cases.

| Method | $N \times N \times N$ | $L^{\infty}$ error | $L^{2}$ error |  |
| :--- | :--- | :--- | :--- | ---: |
|  | $10 \times 10 \times 10$ | $9.9 \times 10^{-1}$ | $7.7 \times 10^{-1}$ |  |
| CIIF2 | $20 \times 20 \times 20$ | $2.5 \times 10^{-1}$ | $1.9 \times 10^{-1}$ |  |
|  | $40 \times 40 \times 40$ | $5.1 \times 10^{-2}$ | $4.9 \times 10^{-2}$ |  |
| CIIF2 (AMR) | $80 \times 80 \times 80$ | $1.3 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | 11.2 |

product protein $A B$ at three different times. The simulations suggest that a localized scaffold could boost signaling (product formation) near the region where the scaffold is localized while simultaneously suppressing signaling at a distance in a twodimensional cell, which is consistent with the one dimensional findings [37].

Next, we check accuracy of our implementation by a numerical resolution study. The simulation with a global uniform fine grids: $640 \times 640$ along with a relatively small time step $\Delta t=10^{-5}$, is considered as an "exact" solution. All errors are calculated based on difference between the numerical solutions and the "exact" solutions. For the simulation using AMR, an error indicator based on magnitudes of first and second derivatives [10] is applied for re-gridding to determine where to refine the local meshes. The region of refinement is determined by tagging cells in which the error indicator exceeds a specified tolerance $[10,15]$, which is chosen to be $10^{-3}$ for this case. In Table 10, the errors for concentration of product protein $A B$ are estimated at $T=10 \mathrm{~s}$ for different spatial resolutions with a fixed time-step size. A second order accuracy in space is observed without adjusting the time step, mainly due to the nice stability condition of cIIF2. In the meantime, cIIF2 with AMR based on four levels of refinement with the finest grid equivalent to $N=160$ around the scaffold area (see Fig. 2) can achieve similar accuracy as the uniform case with the finest grid $N=160$. However, the CPU time for cIIF2 with AMR is only about $1 / 8$ of cIIF2 with uniform grids.

Finally, we present a three-dimensional study for the system (30) within a cubic cell: $\Omega=\{0 \leqslant x \leqslant 10 \mu \mathrm{~m}, 0 \leqslant y \leqslant 10 \mu \mathrm{~m}$, $0 \leqslant z \leqslant 10 \mu \mathrm{~m}\}$. The initial concentrations of $A$ and $B$ are chosen at $1 \mu \mathrm{M}$, uniformly distributed throughout the cubic cell, and the scaffolds $S$ is localized in a ball within the cell: $4 \mu \mathrm{~m}^{2} \leqslant x^{2}+y^{2}+z^{2} \leqslant 9 \mu \mathrm{~m}^{2}$, with a total amount of $50 \mu \mathrm{M}$ scaffold. The scaffold are initially uniformly distributed throughout the prescribed ball inside the cell. All other parameters are chosen to be the same as the two-dimensional case in Fig. 2. To perform the resolution study, we use a solution calculated based on a global uniform grid $160 \times 160 \times 160$ and a time step $10^{-4}$ as an "exact" solution. The dynamical local mesh refinement is also applied using the same procedure as for the two dimensional case. In Table 11 we see a similar second order accuracy in space for cIIF2 with uniform grids. For the three-dimensional case, to acquire similar accuracy, cIIF2 with AMR using four levels of refinement with the finest grid equivalent to $N=80$ only needs $1 / 12$ of CPU time of the cIIF2 in the corresponding finest uniform grids $(N=80)$. Clearly, cIIF2 with AMR is superior to cIIF2 in uniform grids.

## 6. Conclusions and discussion

Implicit integration factor (IIF), which treats diffusion term explicitly and reaction term implicitly, is particularly efficient for stiff reaction diffusion systems [8]. IIF can be easily implemented in different coordinate systems including polar and spherical coordinate systems. In two and three spatial dimensions, compact implicit integration factor (cIIF) was found to be more efficient than IIF due to its compact representation for the diffusion operators [9]. However, unlike IIF, it is difficult to apply cIIF directly to non-Cartesian coordinate systems, such as polar or spherical coordinates. In this paper, we have presented a method that allows cIIF to be incorporated into any curvilinear coordinates. In particular, we have developed a class of cIIF in polar (2D) and spherical (3D) coordinates, in which the stability condition and computational cost are similar to the original cIIF in a Cartesian system [9].

Because cIIF is semi-implicit and has large stability region (for example, the second order of cIIF is linearly unconditionally stable), this class of schemes is particularly suitable for solving reaction diffusion equations using adaptive mesh refinement (AMR), which cluster spatial grids around locations with sharp spatial gradients of solutions. When explicit temporal
schemes are applied to AMR, a small number of local fine grids usually restrict the overall time-step size due to stability constraint. In this paper, we have integrated cIIF with AMR for stiff reaction-diffusion systems by taking advantage of the excellent stability property of cIIF. Numerical examples have shown application of second order cIIF, a linearly unconditionally stable scheme, could allow large time steps for small local spatial grids in AMR. From the point of view of stability, the time-step size has been found to be independent of the spatial grid size, as expected. In general, cIIF exhibits great advantages over explicit temporal schemes when AMR is used for spatial discretization of reaction-diffusion equation.

Many physical and biological applications often involve complex geometries, which are more suitable using non-Cartesian coordinates, and sharp gradients in solutions, which may require local mesh refinement. To deal with those challenges, we have presented a method that combines cIIF in polar and spherical coordinates with AMR for spatial discretization of reaction-diffusion equations. This approach has been then used for studying how localized scaffold protein might boost or inhibit signaling in a cell. The overall numerical method has been observed to be robust and efficient in solving systems that consist of multiple diffusive species with stiff reactions in both two and three dimensions. Although the methods presented in this paper are mainly for CIIF2, the same approach can be directly applied to high order cIIF and other ETD methods [2,6,7,3]. In addition, the presented approach based on the finite difference framework for spatial discretization may also be extended for method using fast Fourier transformation [46,47].
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